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Abstract 

 

Vehicular network is a hot research topic and gains a lot of interests because 

Intelligent Transport System (ITS) can significantly improve quality of life on the road. 

In recent years, many applications on ITS have been developed such as collision 

avoidance applications, public transport applications and traffic management services. 

However, all of existing applications require cellular networks for both data retrieving 

and data disseminating. Although IEEE802.11p has been a standard for vehicular 

networks, there is still no work that applies this standard to completely support ITS 

services in the real world. A reason is that IEEE802.11p has just been published in 

2011. Most of devices are prototypes and in developed process. 

 
In this research, we study a system that integrate all communication types in 

vehicular network (V2V, V2I and V2P) with a real IEEE802.11p communication device. 

In the study system, all data have to be delivered using IEEE802.11p standard. All 

vehicles can directly communicate with each other as a multi-hop ad hoc concept. An 

advantage of this concept is this system can operate without any help of 

infrastructures such as cellular base stations or servers. In order to accomplish the 

research objective, this system should consist of a well design structure that can 

collect data from each vehicle to users and an efficient protocol that can disseminate 

data to all nearby vehicles in the area of interest with a reliable and efficient solution. 
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CHAPTER 1 INTRODUCTION  
 

 

 

Background  

Vehicular network is a hot research topic and gains a lot of interests because Intelligent 

Transport System (ITS) [1] can significantly improve quality of life on the road. Applications for 

ITS such as traffic management, public transport management and emergency notification 

require an efficient communication solution that can deliver information to all vehicles in an area 

of interest. Currently, there are three types of communication in vehicular network. 1) Vehicle-to-

Vehicle (V2V) allows vehicles directly communicate to each other without any help of 

infrastructure. This type of communication is appropriate for collision avoidance or emergency 

service that require least delay. 2) Vehicle-to-Infrastructure (V2I) extends a range of 

communication and also increase reliability of system. Moreover, V2I connects the 

communication between vehicle networks and other network standards. 3) Vehicle-to-

Pedestrian (V2P) is considered as a new communication in vehicular networks. Many 

researchers believe that vehicular network standard will be included in the next generation of 

smart phones to connect with ITS applications and services. These three mentioned 

communication types must be connected to each other in order to exchange their valuable 

information of success ITS services and applications.   

In recent years, many services and applications on ITS have been developed such as 

emergency management, traffic management, arterial management and public transportation 

management which is one of the most interesting application. The public transportation service 

can provide an arrival time of each bus or train from servers that collects positions of public 

transport vehicles. This lets passengers know that how long they have to wait for their transport. 

Moreover, drivers’ behavior can be monitored via communication system so any risk activities 

will be reported and warned the drivers. However, all of existing applications require cellular 

networks for both data retrieving and data disseminating. Although IEEE802.11p [2] has been a 

standard for vehicular networks, there is still no work that applies this standard to completely 

support ITS services in the real world. A reason is that IEEE802.11p has just been published in 

2011. Most of devices are prototypes and in developed process. Very few brands install 

IEEE802.11p devices on their cars. Therefore, this research aims to motivate the utilization of 

IEEE802.11p in public transport.  
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Objective 

The objective of this research is to study a system that integrates all communication types 

in vehicular network (V2V, V2I and V2P) with a real IEEE802.11p communication device. In the 

study system, all data have to be delivered using IEEE802.11p standard so all vehicles in the 

system can directly communicate with each other as a multi-hop ad hoc concept. An advantage 

of this concept is this system can operate without any help of infrastructures such as cellular 

base stations or servers. The communication between vehicles and pedestrians use Wi-Fi 

access points because there is no phone that support IEEE802.11p at this time.  To accomplish 

the research objective, the system should consist of a well design structure that can collect data 

from each vehicle to users and an efficient protocol that can disseminate data to all nearby 

vehicles in the area of interest with a reliable and efficient solution. 

 

Literature Review 

There are many researches that related to the real vehicular-based evaluation. Because a 

device with IEEE802.11p standard is just released and can be obtained shortly, so many 

researchers try to evaluate the performance of device to understand characteristic of 

IEEE802.11p PHY and MAC standard. Therefore, most of previous researches have a common 

purpose that is to evaluate the communication range and analyze the propagation loss model in 

both LOS and NLOS of device. Although these works are tested on the real field, none of them 

were tested on many nodes such as a public transport environment. 

Andre ́ Cardote et al proposed a statistical channel model for realistic simulation in VANET 

[3], which is a loss propagation model based on real-world signal measurements. This research 

using the framework presented in [4] and [5]. This measurement performs an observation on 

path loss and fading in Line-of-Sight (LOS) communication. The communication of vehicle to 

infrastructure on IEEE 802.11p in urban environments also was studied to analyze the impact of 

urban characteristics in roadside unit (RSU) deployments of Vehicle to Infrastructure (V2I) [6].  

Toutouh and Alba [7] evaluated the performance of a new VANET protocol, called 

Vehicular Data Transfer Protocol (VDTP). The experiment is conducted in real urban 

environment using two vehicles with IEEE 802.11b transceivers. The average distance between 

vehicles is 77 meters. The authors reported that the speed of vehicles impacted in low data rate 

and high packet loss. 

Sukuvaara, Ylitalo, and Katz [8] compared the performance of IEEE802.11g and 

IEEE802.11p in one-hop and multi-hop scenarios. Tested vehicles are drove with various speed: 

70, 80, 90 and 100 km/h. The average distance between vehicles is 100 meters. As a result, 

IEEE802.11p outperform than IEEE802.11g. 

Vivek, Srikanth, Saurabh, Vamsi and Raju [9] study the performance of WAVE Short 

Message Protocol (WSMP) on IEEE802.11p in term of loss, delay and jitter. The experiment also 
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deployed  one  Road Side Unit  (RSU)  to  generate  network  traffic with 400-byte packet every 

10 seconds. The results show that the distance between source and receivers relates to packet 

loss rate. 

Mangel, Michl, Klemp, and Hartenstein [10] conducted the experiment to evaluate the 

performance of IEEE802.11p for non-line-of-sight scenarios. The experiment took place at 

intersections in Munich. Giordano, Frank, Pau, and Gerla [11] also evaluated non-line-of-sight 

scenarios at building’s corner. However, communication devices are IEEE802.11b/g which is not 

a standard for vehicular networks. 

Although there are many researches that evaluate the performance of IEEE 802.11p [3-

13], most of them aim to analyst the loss propagation model of the IEEE 802.11p device. There 

are no any researches that study on real-world public transport system especially in the data 

dissemination topic. All of previous works also have done on limited number of transceivers so 

studying the performance of IEEE 802.11p devices on real-world public transport is essential for 

a direction of future development of ITS applications and services on public transportation. 
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CHAPTER 2 RESEARCH METHODOLOGY 

 

 

System Structure 

An important concept of this research is to prove that this system can operate without 

any cellular communication but only uses IEEE802.11p standard to exchange information 

between vehicles. For more clarification, let us explain an overview of mechanisms in our 

experiment system. First, vehicles need to exchange their information among their neighbors to 

get local data (a list of 1-hop neighbors and traffic density) using beacon message then this 

information will be used for broadcasting protocol.  

A message from each vehicle will be disseminated to other vehicles in the area. The 

message can contain a position, an announcement or a bus status. Each vehicle also 

exchanges this message with an intelligent bus stop to provide important information to 

passengers. If passengers have a smartphone, they can connect the smartphone with Wi-Fi 

hotspot of bus or the bus stop to retrieve the information. This overall system be illustrated in 

Fig. 1 and its mechanism can be illustrated in Fig. 2. 

 

Figure 1. A Communication System in Study System. 

 

Figure 2. Mechanism in IEEE802.11p Communication Device. 
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The system consists of three important parts; application, reliable broadcast protocol 

and IEEE802.11p communication device. 

 

Application 

 There are two types of application. The first application can be considered as a service 

or a middleware on IEEE802.11p communication device. This application will support the other 

applications in the system. It will received any data from Wi-Fi interface and disseminate the 

data through reliable broadcasting protocol and IEEE802.11p standard then send the data back 

to mobile application. Moreover, it can provide any local information from vehicle sensors. In our 

system there are six types of sensors: GPS, accelerate sensors, gyroscope, light sensor, 

humidity sensor and temperature sensor. An example of application that we implemented in this 

research can be illustrated in Fig. 3. The application shows the information from all of sensors. 

These data can be used for further knowledge such as drivers’ behavior or traffic jam 

information. 

 

 

Figure 3. Bus Information Application. 

 

The second application is a mobile application on a smart device or an application on a 

smart bus stop. It analyses data and provide useful information to user. For example, the 

application retrieves position of a shuttle bus and calculates an arrival time of incoming bus or it 
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can show an announcement to passenger. Figure 4 shows our smart bus stop application that 

get bus information from IEEE802.11p standard. This application can work on both a standalone 

roadside unit and an infrastructure that get information from server.  

 

Figure 4. Shuttle Bus Arrival Time Application. 

 

Reliable Broadcasting Protocol 

 In order to provide a reliable and efficient data dissemination service. The system need 

a reliable broadcasting protocol that can handle connectivity issue in vehicular network such as 

an intermittent connectivity problem and a long-time disconnection. The reliable broadcasting 

protocol is deployed on IEEE802.11p communication device to support data transmission in the 

system. 

 In this research, we use density-aware reliable broadcasting protocol (DECA) [14]. 

DECA is designed to maximize the data dissemination rate with low overhead in vehicular 

network. It uses the store and forward technique with periodic beacons to choose a next vehicle 

that has the highest density to rebroadcast a message. DECA’s mechanism can be illustrated in 

Fig. 5. 

There are three main module in DECA. First, a node selection mechanism is a module 

that select the next forwarder node. The next forwarder node is selected from a node that has 

the highest number of neighbors to maximize the number of receivers. Second, a beacon 

mechanism helps a node discover its neighbor and neighbor’s information such as a number of 

neighbors and a list of received packets. Therefore, DECA can recover a missing packet using 

information from neighbor’s beacon. Finally, a waiting timeout mechanism provides an 

appropriate waiting timeout to a node to avoid collision due to distributed system. The waiting 
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timeout mechanism is activated when a node receives a new package or it notices a missing 

package from neighbor.  

 

 

Figure 5. DECA Mechanism. 

 

IEEE802.11p Communication Device 

  An IEEE802.11p communication device has the most important role in this system. The 

reason is all of data need to be exchanged and collected by this device. It also will be deployed 

on both shuttle buses and bus stops. The device requires two wireless interfaces; an 

IEEE802.11p interface used for exchanging information between vehicles and bus stops and a 

regular Wi-Fi interface used as a Wi-Fi hotspot.  

 We use DENSO WSU model 5001 (WSU-5001). Its available Input/Output interfaces 

are shown in Fig. 6. The device also supports the full version of WAVE standards including 

IEEE P1609.3 [15], IEEE P1609.4 [16], and IEEE 802.11p [2]. We also deploy Raspberry Pi 

with various sensors to collect more information from our testing vehicle. 

 

Figure 6. Available Interfaces on DENSO WSU Model 5001. 
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CHAPTER 3 SYSTEM IMPLEMENTATION 

 

 

Communication Structure 
  

The communication stack of the system can be illustrated in Fig. 7. Currently, there is no 

any available mobile devices that can communicate via IEEE802.11p standard so this system 

uses a Wi-Fi access point to be in the middle between IEEE802.11p devices and 

IEEE802.11a/b/g/n devices. The data exchanging between bus-to-bus and bus-to-bus stop 

(infrastructure) directly transferred with IEEE802.11p and the communication between a bus 

and a passenger uses a tradition standard that is available on any mobile devices. 

 

Figure 7. Communication Stack. 

 

 The Wi-Fi access point, the raspberry pi and sensor is connected to DENSO WSU 

through Ethernet switch. Our testing device for installing can be shown in Fig. 8. Therefore, the 

data that needed by mobile applications are delivered through the standard Wi-Fi access point 

and other communications with a node is exchanged via Ethernet. 

 

Figure 8. System Structure. 
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System Installation 
 

Each testing device is installed at the front of shuttle bus in Chulalongkorn University. 

Two antennas of IEEE802.11p communication and a GPS antenna are placed on the roof of the 

bus as shown in Fig.9 and Fig.10. The sensor is placed at the front glass of the bus to get an 

accurate data from a light sensor, a humidity sensor and a temperature sensor. An acceleration 

sensor and gyroscope are placed inside the box that tightly fixed with bus body. There are 15 

shuttle buses that installed the testing devices. 

 

 

Figure 9. Position of Testing Device on Shuttle Bus. 

 

 

Figure 10. Testing Device Installation on Shuttle Bus. 

 

 Our system also consists of two base stations that collect the information and recover 

missing packages to passing buses. The base station is located on covered walkway at coffee 

shop  in  Faculty  of  Engineering near central bus stop  (Sala Phrakeaw Station) as illustrated in  
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Fig.11 and Fig.12. Another one is placed on covered way in front of Charoen Visawakarma 

Building (ENG4) in Faculty of Engineering, Chulalongkorn University. 

 

Figure 11. Position of Testing Device on Covered Walkway. 

 

 

Figure 12. Testing Device Installation on Covered Walkway. 

 

Application Programming Interface 
 

 In order to support any mobile applications, the system provide a standard API that can 

be called from mobile device. Figure 13 shows current available APIs that support short 

message communication and also position of bus. These APIs can provide important 

information to many ITS applications such as emergency warning, traffic report, bus 

management and monitor.  

An example when a mobile device sends “hi” message to other devices is shown in Fig. 

14. The system will start with “hello” message to register this communication to WSU device. 

This message is implemented in JSON format so it can flexibly adapted to use in any purposed. 

After the communication is initiated, an application will send data via “send” message. The 
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system also includes  “req”  message for requesting any from the others and “gps” message for 

requesting the current position of the bus. Fig. 15 shows our smart bus stop application while 

our short message communication, bus tracking and bus monitoring application is illustrated in 

Fig. 16. 

 

Figure 13. Application Program Interfaces of System. 

 
Figure 14. Short Message Communication. 

 

 
Figure 15. Smart Bus Stop Application. 
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  a) Startup Screen    b) Bus Location 
 

   

        c) Short Message Communication          d) Bus Monitoring 
 

Figure 16. A Short Message Communication, Bus Tracking and Bus Monitoring Application. 
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CHAPTER 4 PERFORMANCE EVALUATION 

 

 

Environment Detail 
 

In our environment testbed, we deployed the testing devices on the shuttle bus system 

in Chulalongkorn University which is represented the intelligent public transport system.  The 

shuttle bus system has a few specific bus lines cover several areas of Chulalongkorn University. 

Due to restricted resources such as number of 802.11p devices, we cannot deployed the testing 

devices to all buses. Thus, we chose some specific bus lines that cover the areas as possible. 

The bus lines that we chose were line number one, line number two, and line number four. 

Figure 17 displays routes of the selected bus lines by separated colors. All selected bus lines, 

the number of buses that we has deployed on line one, line two and line four are 6, 5, and 4 

buses respectively. In addition, we deployed two testing devices for representing base stations. 

Two locations with green symbols on Fig. 17 were chose for base station deployment. These 

locations were represented a backbone of network that were placed nearly at the terminal of 

buses. 

 

 

Figure 17. Bus Routes and Position of Base Stations. 

 
Message Configuration 

 
To study the data dissemination over vehicular ad hoc network based on realistic 

behavior, we assumed that all buses will generate their unique message as a data packet and 

send the message to other buses every a minute when they are online.  As mentioned 

assumption gives us how our system can operate the worst case situation that has a lot of in-

fight messages over network traffic efficiently. All in-fight messages can keep alive with a static 

period or a message lifetime. After their static period had expired, they will be removed from the 

network. In our environment, we scheduled the static period for 30 minutes. An initial message 

size is 512 bytes. In the figure 18 gives more details about the message including message 

header. The header format consists of IP address of source, ID number of message, information 
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of GPS, and timestamp of message. Therefore, one message will have at least 544 bytes size, 

which is generated and sent to network every a minute. 

 

 

Figure 18 Packet Header. 

 

Study Results 

For comprehensive discussion, we firstly will explain some serious characteristics of 

shuttle bus system. These characteristics can affect the performance of data dissemination 

directly. Next, we will investigate the results of environment testbed with two importance 

metrics: Packet Delivery Ratio and Transmission Delay. 

 

The shutter bus characteristics: 

 All shuttle buses are built in an electric engine. 

 All shuttle buses stop their engine when they have arrived their terminal station for 

saving power. 

 Battery of shuttle bus can deliver power up to half day. 

 Battery of shuttle bus is only recharged at the bus garage. 

 The bus with low battery power can be rescheduled the destination station from 

original terminal station to the bus garage immediately. 

 The line number of bus can be changed due to demand from passengers or traffic 

jam. 

 

Investigating results: 

Online Activity Ratio  

Online activity ratio demonstrates in the figure 19-22, the graphs implies significantly two 

observations. First, all buses that were deployed testing devices were not available at the same 

time. Some of them were disconnected from the network due to engine stopping. In this case, a 

range number of online buses per day is approximately 6 to 8 buses. Second, there are three 

period of times that a number of available buses is significantly high: the morning period 

between 06:00 and 08:30 as before starting morning class, the noon period between 10:30 and 

13:00 as after finishing morning class or before starting afternoon class, and the evening period 

between 14:30 and 18:30 as after the last class of day. 
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Figure 19. Online Activity Ration Results on Nov 3-10, 2015. 
 

 

Figure 20. Online Activity Ration Results on Nov 11-19, 2015. 
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Figure 21. Online Activity Ration Results on Nov 20-23, 2015. 

 

Figure 22. Online Activity Ration Results on Nov 24, 2015. 
 

Packet Delivery Ratio 

Packet Delivery Ratio demonstrate in Fig. 23. At beginning period of graph, Packet 

Delivery Ratio is lower than 50% because we did not deploy the device boxes completely as 

deployment phase. Obviously, the ratio was rising up when we deployed more testing devices. 

However, packet delivery ratio was going down dramatically between 11/17/15 and 11/23/15. 

This is because some device boxes stopped working. The cause of problem is the bus engine 

had distributed AC power and the unexpected issue made our power system of device boxes to 

explode. This took a long time for finding the cause of problem. After the problem was fixed and 

we redeployed our testing devices again the ratio had risen up to 83.93%. 
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Figure 23. Packet Delivery Ratio of All Buses. 
 

 

Figure 24. Packet Delivery Ratio of Each Bus. 
 

Transmission Delay 

Transmission delay is an average time that buses had begun to send their message 

within one-hop bus neighbor until the message were broadcasted by trigger events. This metric 

was affected by restricted resources such as limited number of available 802.11p devices, and a 

few bus lines was selected for testing), so most of delay are from traveling time when there is no 

bus in the area, a source or received buses have to wait to encounter a new bus.  This 
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additional delay will significantly decrease if there are enough buses that equip the 

communication devices to cover most of areas.  However, the result shows the reasonable 

trend of number of rebroadcast events grew up within a linear function.  

 

Figure 25. Transmission Delay. 
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Conclusion 

  
 This research aim to study the performance of IEEE802.11p standards on public 

transport networks and also to integrate vehicular-to-vehicular, vehicular-to-infrastructure and 

vehicular-to-pedestrian communication within one system. We implemented the application 

program interfaces to link each type of communication so any data are exchanged between 

vehicles using IEEE 802.11p.  Our testing system consists of 15 shuttle buses and 2 base 

stations. To study the performance of testing system, the equipped buses will generate a 

message every minute and try to disseminate this message within 30 minutes. The results show 

that more than 50% of message are delivered to all of buses and the maximum delivery ratio is 

upto 83.93%. After we investigate in detail, we found that most of lost data are from 

disconnected problems which can be happen from two major reasons. The first one is the 

testing buses use electrical engine so when the buses even temporary stop at bus stops, drivers 

will shut the engine down. Then there is no power for testing devices and this vehicle will miss 

the important data from data. Therefore, we suggest that the public transport should have the 

separated power source to avoid intermittent connection and avoid missing important data from 

other vehicles. The second reason is due to limited number of devices, from the fact that every 

testing buses does not operate at the same time. Thus, the number of online buses is quite low 

which lead to disconnected network. A bus that acted as source node need to carry its message 

for a while to meet a new bus that never received the data. This also affect to the additional 

delay from traveling time. In order to handle this issue, the number of buses that installed the 

communication device should be increased. On the other hand, base station would be 

necessary to cover most of area in the beginning phase of using this technology in real 

environment. However, our system can communicate across devices and platform as design. 

 According to the mentioned issue, studying the performance of vehicular network in 

sparse area with help from base station is interesting topic because in the beginning of 

connected vehicle system, the number of vehicles that have capability to connect to others 

would be low. Our future work is to study a solution that can minimum number of base stations 

while significantly improve the performance of network. Another further study is to analyse data 

from sensors that are integrated with our testing devices in various points such as network 

quality, driver’s behavior or traffic condition.  
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Appendix A: Log Extraction 
 
 Our log from testing system is illustrated in Fig. A1 and Fig. A2. There are 8 types of entry 

in our log system. Each type of entry has own meaning which described as follows:  

 

Figure A-1. An example of Log File from Testing System. 

 

Figure A-2. Log Type Format  
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1. SendBeacon 

SendBeacon entry means to exchange the local density information with 1-hop 

neighbors. It is periodically broadcasted to every node. The beacon is sent every one second. 

Each field in SendBeacon message format is described as follows: 

 Date and time 

 Message type 

 Latitude and longitude 

 Source IP address 

 Sequence number 

 A number of neighbors 

 

2. RecvBeacon 

RecvBeacon entry shows that the receiver is received the beacon from 1-hop neighbors. 

After that, the receiver adds or updates the sender IP address into the neighbor list as 1-hop 

neighbor. RecvBeacon entry format contains elements similarly as SendBeacon. 

 Date and time 

 Message type 

 Latitude and longitude 

 Source IP address 

 Sequence number 

 A number of neighbors 

 RSSI 

 

3. SendData 

In fact, each device can send the specific messages depend on the application. It can 

be a message from a user or traffic information from base station or other devices. In our 

experiment, we use a 512-byte message as the data message. There are 5 fields in the 

SendData entry: 

 Date and time 

 Message type 

 Latitude and longitude 

 Source IP address  

 Sequence number 

 Selected IP address 
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4. RecvData 

When a message reaches a destination node, the destination node write RecvData 

entry into the log file. It contains all information as same as SendData entry but it stores in 

different node.  

 Date and time 

 Message type 

 Latitude and longitude 

 Source IP address  

 Sequence number 

 Destination IP address 

 

5. RecvSensor 

In our experiment, we have collected the buses information with embedded sensors. 

There are 6 sensors: gyro meter, accelerometer, light sensors, infrared light sensor, 

temperature sensor, and humidity sensor. Every node has to write the sensor information into 

the log file when it receive sensor data from Raspberry Pi. 

 Date and time 

 Message type 

 Latitude and longitude 

 Tri-axial gyroscope data  

 Tri-axial accelerometer data 

 Two-axial rotation data 

 Light and infrared light 

 Temperature 

 Humidity 

 

6. RebcSNData 

The node that has the highest neighbor density is selected by the sender node to be a 

selected node. It will rebroadcast the data immediately to other nodes after received the data 

from the sender node. The RebcSNData is written into log file after the data has been 

rebroadcasted.  

 Date and time 

 Message type 

 Latitude and longitude 

 Source IP address 

 Sequence number 

 Selected IP address  

 

 

p. 24 



 

 

Final 

Report 
 

7. RebcWTData 

After the sender selects the node that has the highest neighbor density as the selected 

node to rebroadcast data, other node which is not selected by sender have to set timeout 

interval for rebroadcasting data if they do not receive data from the selected node within the 

timeout period. Then, the RebcWTData entry is written into the log file. 

 Date and time 

 Message type 

 Latitude and longitude 

 Source IP address 

 Sequence number 

 Selected IP address  

 

8. neighborMisses 

When there is a new node meet other nodes by broadcasting the beacon message. The 

node which receives the beacon message will check the list of message that the neighbor node 

has with its list. If there are some missing messages, the received node writes the 

neighborMisses entry into the log file. Then, the waiting timeout interval has been set. If it do not 

get the data from other nodes before the waiting timeout interval is expired, it will rebroadcast 

the data to the new node. 

 Data and time 

 Message type 

 Source IP address 

 IP address of source data 

 Sequence Number of missing data 
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Appendix B: Data Traveling 
  

In this section shows how the data is transmitted from the source node to the other 

nodes. We used the real mobility trace from our experiment to explain in this section which 

consisted of eight nodes with three different bus lines. All of the bus lines are represented with 

three colors are yellow, red, and blue. 

 As starting point view of data dissemination as shown in Fig. B-1, Yellow-1 was a given 

source node. The node generated a data packet including a unique sequence number with 735 

in this case. After that data packet was broadcasted to all 1-hop neighbors: Red-1, and Red-2. 

The right hand of figure demonstrates some related entries from log files. More details of each 

entry were described at Appendix A. 

 

  
Figure B-1. Source Sent A Message Scenario. 

 
 Five minutes later as shown in Fig. B-2, after Yellow-1 moved to a new area and 

discovered Red-3 by the beacon mechanism. It rebroadcasted the data message to Red-3 

because Red-3 had not received the data and the data had not expired yet. Red-1 also had the 

same scenario as Yellow-1, Red-1 received the beacon message from Yellow-2 and then had to 

rebroadcast data to Yellow-2. 
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Figure B-2. Missing Message of Red-3 and Yellow-2 Scenario. 

 
Next, Yellow-1 had reached the first round and met the new active node which is Blue-2. 

Because the data timeout period was still counting down and Yellow-1 received the beacon 

message from Blue-2, it found that Blue-2 had missing data. It set the data timeout interval and 

waited until it was expired before rebroadcasted the missing data message to Blue-2. Yellow-2 

received the beacon message from Blue-1 and found the same scenario as Yellow-1. Yellow-2 

randomized waiting timeout for rebroadcasting data to Blue-1 because it found that Blue-1 had 

missing data. The data message was not rebroadcasted until the waiting timeout expired or 

received the data message from other nodes. Next, Blue-1 received the data message and 

there was Red-5 in the neighbor list so it had to rebroadcast the data message to Red-5. Finally, 

Red-5 did the same thing of Blue-1 as shown in Fig. B-3. 

 

  
 

Figure B-3. Missing Message Chain Recovery Scenario. 
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